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Denial of Service (DoS) attacks overwhelm online services, preventing legitimate users from accessing a service, often with impact on revenue or consumer trust. Approaches exist to filter network-level attacks, but application-level attacks are harder to detect at the firewall. Filtering at this level can be computationally expensive and difficult to scale, while still producing false positives that block legitimate users.

This paper presents a model-based adaptive architecture and algorithm for detecting DoS attacks at the web application level and mitigating them. Using a performance model to predict the impact of arriving requests, a decision engine adaptively generates rules for filtering traffic and sending suspicious traffic for further review, where the end user is given the opportunity to demonstrate they are a legitimate user. If no legitimate user responds to the challenge, the request is dropped. Experiments performed on a scalable implementation demonstrate effective mitigation of attacks launched using a real-world DoS attack tool.

1. INTRODUCTION

DoS\(^1\) attacks have increased in both volume and sophistication [Dobbins et al. 2010]. Attack targets include not only businesses and media outlets but also service providers such as DNS, Web portals, etc. A sophisticated DoS attack can be mounted by attackers without advanced technical skills. There are many advanced attacking toolkits freely available on the Internet [Kargl and Maier 2001], including LOIC (low-orbit ion cannon) [Roman et al. 2011]. It has been used to launch attacks on government sites, the RIAA and MPAA (recording and movie industry associations), and more through coordinated efforts such as Operation Payback [Roman et al. 2011] and Operation MegaU-load. DoS attacks are motivated by a variety of reasons (financial, political, ideological [Zuckerman et al. 2010]), but regardless of motivation have similar impact: lost revenue, increased expenses, lost customers, and reduced consumer trust.

This paper relates and builds on previous work [Barna et al. 2012], proposing a model-based adaptive architecture and algorithm focused on detecting DoS attacks at

\(^1\)A distributed denial of service (DDOS) attack is a subtype of DoS attacks; the more general term is used throughout this paper.
the web application level and mitigating them appropriately. A Dynamic Firewall component is added to the standard web application stack; all requests are routed through this firewall. Arriving HTTP[S] requests first encounter a reverse proxy, which processes requests based on a set of rules. A decision engine uses a performance model of the application, statistical anomaly detection, and monitoring data from the application to adaptively create, update, and remove rules based on the presence or absence of an attack. Based on the rules, requests are labelled as suspicious or regular. Regular traffic proceeds to the web application as usual, while suspicious traffic is forwarded to an Analyzer component which challenges the end user to verify they are legitimate (such as a CAPTCHA test as in [Morein et al. 2003]).

We extend previous work [Barna et al. 2012] by (a) introducing a hybrid approach to detecting the beginning of a DoS attack combining a model-based adaptive algorithm and statistical anomaly detection. We present (b) an experiment demonstrating the strength of this hybrid approach compared to the previous approach, which relied only on statistical anomaly detection. This extended approach is less sensitive to tuning, and is also capable of detecting a type of complex DoS attack that our previous approach could not detect correctly. We added (c) additional experiments comparing more complex statistical anomaly detection approaches, empirically demonstrating that a carefully tuned statistical model could be as effective as our approach in constrained situations, but was sensitive to tuning and could not protect against an unknown attack. Our adaptive model-based approach is based on mathematical queuing theory and creates an abstract view of the application (rather than relying on an externally-defined baseline) and was able to detect unknown attacks.

This approach improves on the state-of-the-art in several key dimensions. The adaptive architecture is a novel approach to detecting and mitigating DoS attacks. In particular, using a combination of application performance modeling with statistical anomaly detection to establish a set of filtering rules is novel. Iteratively fine-tuning those rules using application- and system-level performance metrics synchronized with the performance model, is also novel; the use of performance models allows us to leverage existing work on constructing performance models. Detecting DoS attacks using a performance model enables the prediction and prevention of application overloading in simulation, rather than waiting for the overload to occur and responding. Prediction also allows for more precisely timed removal of filters, limiting the impact on legitimate traffic. Defining a DoS attack as any traffic that exceeds the application’s ability to handle it is a straightforward definition that allows us to leverage capacity planning work to address this problem. Moreover, filtering traffic using application-level knowledge at the granularity of individual use case scenarios is more granular than typical mitigation approaches. This also reduces the impact on legitimate traffic.

To validate this approach, we implemented the Dynamic Firewall and monitored the traffic to a multi-tier J2EE web application. We monitored the request arrival rate (both suspicious and regular), the response time, and the CPU utilization in regular conditions and attack conditions. The attack conditions were both emulated by a workload generator and created realistically using LOIC. We found that under both attack conditions, our approach adapted to block the DoS traffic, restoring response times to expected values within seconds.

To demonstrate the importance of the performance model, we conducted a series of experiments where the rules were generated using various statistical anomaly detection approaches without a performance model. We show the advantage of predictive modelling, the sensitivity of the statistical anomaly approach to the chosen metrics and the construction of the model of “normal” behavior, and that the performance model increases our ability to detect a broader variety of DoS attacks.
The remainder of this paper is organized as follows. Section 2 reviews relevant work. Section 3 introduces our adaptive architecture and algorithm. Experiments that showcase the usefulness of this approach compared to anomaly detection are presented in Section 4, and the results are discussed in Section 5. Section 6 concludes the paper.

2. RELATED WORK

We begin with an introduction to DoS attacks and describe some established methods for DoS mitigation. The approach presented in this paper constructs a performance model; while a full review is out of scope for this paper, Section 2.2 briefly introduces some established achievements in performance modeling.

2.1. DoS attacks and existing mitigation approaches

A DoS attacker will send many repeated requests that require resources to generate replies. These requests may be low-level TCP requests or higher-level application requests (like GET requests for web pages). The attacker discards the replies, meaning it takes fewer resources to send requests than it does to send responses (this problem is compounded when the target uses SSL; a recently released prototype tool demonstrates a dangerous type of SSL DoS attack [The Hacker’s Choice 2012]). Even with this beneficial ratio, the attacker may not be able to achieve denial of service with a single machine. Distributed Denial of Service attacks harness the power of many distributed attackers to attack a single target; this paper includes DDoS attacks in the term DoS.

The most common DoS attack is a network type of attack. The usual defence is to deploy firewalls and intrusion detection and prevention systems. Firewall rules that implement ingress and egress filtering prevent spoofing attacks that originate on the local network and also prevent incoming traffic from impacting the local network. This impairs the ability of local computers to participate in DoS attacks [Kargl and Maier 2001]. Firewalls can also stop TCP-related DoS attacks such as SYN-Floods by implementation of SYN cookies.

DoS attacks which overload computer resources are known to be challenging to defend. Some experts argue the only possible solution for this problem is to improve security for all Internet hosts and prevent attackers from running DoS attacks [Kargl and Maier 2001]. An example of these source-end defence schemes is D-WARD [Mirković 2002]. Sachdeva et al. [Sachdeva et al. 2011] identify a number of problems with source-end defence, principal among them doubt that such mechanisms will be widely implemented.

Researchers who agree with the challenge of defence at the source suggest defence at the victim site. For example, Kargl suggests using available DoS protection tools augmented with load monitoring tools to prevent clients (or attackers) from consuming too much bandwidth [Kargl and Maier 2001]. Other examples include QoS regulation [Garg and Narasimha Reddy 2002] and cryptographic approaches [Juels and Brainard 1999]. Sachdeva et al. [Sachdeva et al. 2011] also identified challenges when defending from the victim network, including the computational expense of filtering traffic, the possibility of the defence tools themselves being vulnerable to DDoS, and incorrectly dropping legitimate traffic. While a variety of other approaches have been suggested (e.g., [Nguyen et al. 2011; Khattab et al. 2003; Long et al. 2004; Pandey and Pandu Rangan 2011; Wu and Y. 2007]), the current state of the art does not fully mitigate DoS attacks [Jain et al. 2011; Modi et al. 2013].

2.2. Performance Models

The use of performance models for detecting DoS attacks, as proposed by this paper, is a novel approach. We propose to use a performance model to analyze the incoming
traffic and detecting traffic that moves the system toward its saturation point versus traffic that can be handled without overloading the system.

Any hardware-software system can be modeled by two layers of queuing networks [Rolia and Sevcik 1995; Menascé 2002]: one that describes the software resources and the other one for the hardware resources. This way, the system becomes a network of resources. Each class of service has a demand for each resource, which is the time that resource is needed to complete a single user request.

In multiuser, transactional systems, a bottleneck is a resource (software or hardware) that has the potential to saturate if enough users access the system. In general, the resource with the highest demand is the bottleneck. However, when there are many classes of requests with different demands at each resource, the situation becomes more complex. A change in the workload mix (how users are split among the types of service available) may change the bottleneck, or there may be multiple simultaneous bottlenecks. When a bottleneck saturates, the overall performance of the system degrades quickly, and the system may appear unresponsive.

Early work was done to analyze a system from a performance point of view in [Zahorjan et al. 1981; Eager and Sevcik 1983; Lazowska et al. 1984; Reiser and Lavenberg 1980]. In [Balbo and Serazzi 1997; Litoiu et al. 2000] the authors investigated the influence of workload mixes on the performance of the system, how bottlenecks change with the workload mix and when they become saturated. A method to uncover the worst workload mix and the minimum population required to saturate a system is presented in [Barna et al. 2011].

Some of the parameters for the model cannot always be measured and other methods are required to find the correct values. Also, the monitored data can contain noise that needs to be removed. In previous papers [Litoiu et al. 2005; Woodside et al. 2005; Zheng et al. 2005] the authors investigated how filters, like Kalman filters [Kalman 1960], can be effectively used with a predictive queuing network model (QNM) so that the model's outputs always match those of the real system. Performance parameters like the service time, think times, and the number of users can be accurately tracked and fed into a QNM.

Capacity planning of distributed and client-server software systems, particularly for web applications, is a common application area; a popular approach is using queuing models to model web applications at operational equilibrium [Menascé and Almeida 1998; 2000; Gunther 2006] which has led to the automatic construction of measurement-based performance models [Thakkar et al. 2008; Gomaa and Menascé 2001] or capacity calculators [Thakkar 2009]. Others have tried to model the effect of application and server tuning parameters on performance using statistical inference, hypothesis testing, and ranking (e.g. [Imre et al. 2007; Sopitkamol and Menascé 2005]). Another approach automates the detection of potential performance regressions by applying statistics on regression testing repositories (such as Jiang in [Jiang et al. 2009] and related earlier work). This has led to an approach for identifying subsystems that show performance deviations in load tests [Malik et al. 2010].

Tools have been developed to model and analyze a system from a performance point of view [Franks et al. 2012; APERA 2009; OPERA 2013]. In [Franks et al. 2012], the authors present a tool designed to model software systems using layered queuing networks. The resources are grouped in layers and the requests move from layer to layer to get service. Once the model is solved, the output contains throughputs and utilizations for the software resources, distributions for the service time, queuing delays, etc.

2.3. The Optimization Performance Evaluation and Resource Allocator (OPERA)

One example of a queuing network model is OPERA [Litoiu 2007], the model used in our approach, which uses layered queuing to build a model of both the hardware
and software resources of an application and then reasons about the performance of that application in different environments. Given a description of a system (an application and how it is deployed), and a candidate workload to various components of that system, OPERA can predict the utilization of resources (like CPU and disk), response time of requests to each component, and throughput. This section provides a high-level overview of the approach and its capabilities; a formal specification of the model and algorithms is in [Litoiu 2007].

The system is described in terms of topology (nodes that have resources and perform work, the organization and groupings of the nodes, and the network that connects the nodes) and the users’ interactions with it (services are offered by the system and accessed by users, requests move among various services, services are grouped in classes of service). The topology is defined in PXL, an XML-based domain specific language.²

From this description, OPERA will build two queuing networks – one for the hardware layer (that includes hardware resources) and one for the software layer (that includes software resources, software resources grouped into containers, and threads). Resources are queuing centers; when a new request arrives to a resource that is not available (the CPU is busy, or the container has all threads in use, etc.), the request is put in a queue and will wait for the resource to become available. The queues are handled on first come, first served basis.

Each resource, either hardware or software, has a demand associated with it. The demand is the time (measured in milliseconds or seconds) necessary for that resource to handle a single request. Since requests in each class of service require varying amounts of work from resources, the demands must specified for each class of requests and for each resource (e.g. expected CPU time, expected IO time).

For hardware resources the demands can be either measured (using profiling tools) or estimated (using Kalman filters). For a software resource, the demand is the response time from the hardware layer. OPERA will solve the model for the hardware layer, extract the response times and input them into the software model as demands, and then solve the model for the software layer.

The output from OPERA includes estimates for response time, throughput, and resource utilization. These estimates can be compared to measured values and, in case they do not match, a Kalman filter adjusts the model demands (see Section 3.2.3) to ensure the model's output is synchronized with that of the real system.

3. ADAPTIVE DOS MITIGATION

This section describes our novel approach to detecting and mitigating attacks on HTTP web applications.³ We consider the term web application to mean all resources required to run the user-facing components, most commonly HTTP servers, application servers, and database servers.

To protect an application, we deploy an application-aware Dynamic Firewall to process all incoming requests based on an adaptively managed set of rules. All requests are determined to be either regular traffic and forwarded to the application, or suspicious traffic that is forwarded to an Analyzer component which performs a challenge-response test (e.g. a CAPTCHA [Morein et al. 2003]) to determine whether or not the suspicious traffic is from a legitimate user and should therefore be sent to the application. Requests are analyzed with high granularity; requests are grouped into classes of requests that represent a usage scenario (for example, "browsing an online catalog", or

---

²A detailed specification for the PXL file can be found in [Litoiu and Barna 2012; OPERA 2013]. The tool is available online at http://www.ceraslabs.com/technologies/opera.

³To simplify the presentation, our discussion will refer only to HTTP, but the general approach is also applicable to HTTPS requests with appropriate certificate management.
“checking out”). A class of requests is considered suspicious if it would (or does) cause the web application to be overloaded.

Figure 1 shows the complete architecture. The Dynamic Firewall is responsible for deciding if the requests to a particular scenario would overload the web application and creating rules to identify and handle these requests (Decision Engine), and for processing incoming traffic in accordance with these rules (Reverse Proxy). The Reverse Proxy is a simple context-aware http request router, which redirects legitimate requests to the Web Application and suspicious requests to the Analyzer. Proxy routing is rule-based; the same philosophy as a regular firewall, except that the rules are modified autonomically at runtime by the Decision Engine. The Decision Engine implements an adaptive system, using a two-pronged approach (both a performance model for prediction and statistical Anomaly Detection (AD)) to make decisions, as described in Section 3.2. The Analyzer tests the legitimacy of suspicious traffic caught by the rules, using a test to differentiate between human and automated agents (e.g., a CAPTCHA) (Section 3.3). First, Section 3.1 provides an overview of how incoming requests are processed.

3.1. Request Processing Overview

Adaptive mitigation of DoS attacks requires an understanding of the baseline behavior of the system under normal, no-attack situations. The Dynamic Firewall creates this understanding by monitoring the application under normal load (either once deployed or based on development test cases in controlled conditions). Using the gathered measurements, a web application performance profile (WAPP) is calculated based on aggregated metrics about response time, request arrival rate, CPU utilization, etc. The contents and format of this profile are established per-application based on which measurements best capture the normal behavior of the system. The WAPP profile can be constructed automatically, with the permissible ranges of values hand-tuned by an administrator to establish the possible ranges of the performance metrics.

Given this understanding of the base performance of the web application, adaptive DoS attack mitigation requires the correct processing of application requests in three distinct contexts: stable, under attack, and post-attack.

**Stable:** The Decision Engine monitors application and OS performance metrics, constantly synchronizing the performance model with the current state of the system. It also analyzes the state of the web application; if it is statistically similar to the base-
line constructed previously, the traffic is considered regular. Note that a previously-detected DoS attack may still be proceeding, but the rules created when the attack was detected are preventing that traffic from reaching the web application. The Decision Engine monitors existing rules; each iteration of the adaptation loop tests what would happen if individual rules were removed; if stability would be maintained, the rule can be removed.

Figure 2 shows a sequence diagram for requests arriving while the web application is experiencing regular traffic. When a request is received, the reverse proxy passes it to the Decision Engine which configures filtering rules (the rules are similar to a standard firewall). The rules relevant to the request are processed by the reverse proxy, which forwards the request to the web application or to the Analyzer based on the rules.

Under Attack: When the Decision Engine identifies a class of application requests or an application component is under attack, it triggers the creation of new protection rules for the Reverse Proxy. To generate the new protection rules, the traffic collected by the Decision Engine is simulated in the performance model to predict its outcome on the web application. All traffic that is predicted to cause performance degradation is marked as suspicious and corresponding protection rules are added to the proxy (in our proof-of-concept implementation a rule is a regular expression that matches the requested URL, but of course a more robust representation is required in practice.). Suspicious requests are redirected to the Analyzer for further assessment; typical DoS attack tools are not concerned with the response from the server, and so will not follow redirect requests. This means that the majority of DoS attack traffic will be stopped at the Reverse Proxy.

Post Attack: The Decision Engine detects that the DoS attack is over when all incoming traffic could be handled by the web application, and responds by removing the rules currently diverting traffic to the Analyzer.

3.2. Decision Engine

DoS attacks often succeed when they overload bottlenecked resources, so the decision engine must detect traffic that has the potential to saturate the system. The Decision Engine implements an adaptive loop to manage the detection and mitigation decision-
making, including monitoring the performance metrics from the application and the
servers, identifying attack traffic based on statistical anomaly detection and a pre-
dictive performance model, using the performance model to predict behavior under
given traffic conditions and making decisions accordingly, and creating rules to filter
requests as they arrive. Figure 3 provides a conceptual overview of the adaptive loop
in the decision engine and its place in the overall adaptive system.

The performance goals are target performance metrics, such as utilization values,
response time, or throughput for a class of request, etc. Those values are derived from
the WAPP.

The system is continuously monitored by a performance monitor. Data includes CPU
utilization, CPU time, disk utilization, disk time, waiting time (which includes time
waiting in critical sections, thread pools, connection pools), and throughput. The moni-
tor also collects information on the workload (e.g. arrival rate for each class of service)
and the system. The collected data is filtered through an estimator for error correc-
tion and noise removal. Estimators, such as Kalman filters [Kalman 1960], have been
proven effective in estimating demand [Ghanbari et al. 2011].

The performance data is passed to the performance model, which consists of two
queuing network layers. The main function of the model is to predict performance
indicators if currently filtered traffic were allowed in addition to currently arriving
requests. This decision is made at the scenario level (recall a scenario is a class of
application requests). For modeling we are using OPERA [OPERA 2013], which is an
updated version of the solver APERA [APERA 2009] developed by one of the authors.

The decision controller constructs the rules used by the Reverse Proxy. At each iter-
ation it predicts whether incoming requests would overload the protected web appli-
cation. Based on the current state of the web application and the performance goals,
a new class of requests may be filtered or allowed (filtered traffic is redirected to the
Analyzer). In each iteration, the controller tries to minimize the number of classes
of filtered requests. The controller relies on the performance monitor for information
about the monitored environment and on the performance model for predictions.

The controller creates a filtering rule for requests to a scenario when it detects one
of the following conditions:

(1) The web application will be unable to support incoming traffic based on an estima-
tion from the performance model; or

Fig. 3: Overview of the key components of the Decision Engine.
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(2) The nature or volume of the requests deviates significantly from the WAPP, and system performance indicators are deviating from predefined thresholds (statistical anomaly detection).

This process allows rapid reaction to prevent system overloading. Our DoS detection process utilizes both a performance model (1) and statistical anomaly detection (2) to create rules, and then iteratively fine-tunes them using the performance model.

The performance-model driven aspect is very efficient as long as the performance model is synchronized with the web application. Synchronization is lost when the theoretical model deviates from the actual application, which occurs due to the general representation of the application as a LQN rather than a heavily tuned simulation: precision is exchanged for general applicability. The detection and repair of lost synchronization is discussed in 3.2.3. In contrast, the statistical anomaly detection does not require synchronization with the web application, but its detection capabilities are significantly dependent on the selected measures (e.g. CPU utilization, memory allocation) and the constructed WAPP. Due to these limitations, the AD may not be able to detect traffic that would overload the web application. Filtering based on the combination of the performance model and the statistical anomaly detection improves our ability to prevent the system from overloading.

The algorithms for creating and removing rules, and the algorithm for tuning the model and ensuring synchronization, are described in the following subsections.

3.2.1. Filtering Rule Construction Algorithm. As mentioned, the controller tries to detect DDoS attacks using the performance model; when the model is not synchronized, and statistical anomalies are detected, the AD also creates filtering rules. The approach used for AD is based on [Oshima et al. 2010]; the filter construction algorithm when using the performance model is shown in Algorithm 1.

It first verifies that the model is synchronized with the system, by checking the estimated values of the metrics for the workload $L(u)$ against the measured values (line 6). If they are not close, the model is adjusted using Kalman filters. The Kalman filter will estimate new values for the model parameters (service demands) such as the model-predicted performance metrics (CPU utilizations, throughput, response times) match those measured [Litoiu et al. 2005; Woodside et al. 2005; Zheng et al. 2005].

The main loop (line 12) checks the effect of filtering each scenario on the performance of the system (using the model), and selects the scenario that provides the highest increase in performance (line 16). When all have been investigated, the selected scenario is added to the list $C$ of classes of service to be filtered (line 21). The loop ends when there are no more unfiltered scenarios or when the estimated performance metrics are within acceptable values.

Once a set of classes that should be filtered has been identified, the corresponding rules are added to the Dynamic Firewall. In our experiments, each class can be identified by a regular expression matching the requested URL. Adding a rule to filter the requests belonging to a class translates into adding the regular expression to the firewall. For each request, the firewall will check the URL against the rules, and, if a match is found, the request is marked as suspicious. However, more complex firewall rules can be added.

3.2.2. Filtering Rule Removal Algorithm. The second role of the controller is to fine-tune filters or remove them when an attack appears to be over. The filter removing algorithm is shown in Algorithm 2.

Again, the algorithm verifies the model is synchronized with the system (line 6), using the specified workload, and tunes it using a Kalman filter if it is not (line 7).
**Algorithm 1:** Filter Construction Algorithm – algorithm that finds a set of scenarios \( C \) which if filtered would bring the performance metrics to an acceptable level.

**Input:**
- \( L^{(u)} \) – the vector that contains the current load on each non-filtered scenario;
- \( PM_m \) – the vector of measured performance metrics;
- \( err \) – the accepted error for the model estimations;
- \( C^{(u)} \) – the set of all unfiltered scenarios (classes of traffic);

**Output:**
- \( C \) – a set of unfiltered scenarios, \( C \subseteq C^{(u)} \), that should be filtered.

1. \( C \leftarrow \emptyset \);
2. if \( C^{(u)} = \emptyset \) then
   return \( C \);
3. Use OPERA to compute the estimated performance metrics, \( PM_e \), for the load \( L^{(u)} \);
4. if \( \left| \frac{PM_e}{PM_m} - 1 \right| > err \) then
5.   Tune the model for load \( L^{(u)} \);
6.   Compute \( PM_e \) with the updated model;
7. end
8. \( L \leftarrow L^{(u)} \);
9. \( pm_e \leftarrow PM_e \);
10. while \( C^{(u)} \neq \emptyset \) and (\( pm_e \) are not acceptable) do
11.   \( C^{tmp} \leftarrow \text{null} \);
12.   foreach scenario \( C \in C^{(u)} \) do
13.     Use OPERA to compute the estimated performance metrics \( pm_C \) for load \( L \setminus \{L_C^{(u)}\} \);
14.     if \( pm_C < pm_e \) then
15.       \( C^{tmp} \leftarrow C \);
16.       \( pm_e \leftarrow pm_C \);
17.     end
18.   end
19. \( C \leftarrow C \cup \{C^{tmp}\} \);
20. \( C^{(u)} \leftarrow C^{(u)} \setminus \{C^{tmp}\} \);
21. \( L \leftarrow L \setminus \{L_C^{(u)}\} \);
22. end
23. return \( C \);

The main loop (line 11) tries to remove filters. For each filtered scenario, it estimates the performance of the system if the scenario were unfiltered. The scenario with the smallest impact on performance is selected (line 16) as a candidate for removal. After all scenarios have been evaluated, the algorithm checks if the estimated performance metrics when the filter is removed are within acceptable values (line 21). If the test succeeds, the scenario is added to the list \( C \) of scenarios to be unfiltered. The traffic for this scenario is taken into consideration for the next iteration of the main loop. The main loop exits when no scenario is found to be a viable candidate for removal (line 27) or when all scenarios are unfiltered.

### 3.2.3. Tuning the model.

When the predicted values from OPERA and those measured by the performance monitor are sufficiently dissimilar (a tuneable parameter), the model is considered desynchronized from the monitored system and new demands for resources are necessary. To find new demands we use Kalman Filters, which are known to be effective [Litoiu et al. 2005; Woodside et al. 2005; Zheng et al. 2005].
ALGORITHM 2: Filter Removal Algorithm – algorithm to identify existing scenario filters C that can be unfiltered without overloading the system.

<table>
<thead>
<tr>
<th>line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( C \leftarrow \emptyset; )</td>
</tr>
<tr>
<td>2</td>
<td>if ( C^{(b)} = \emptyset ) then</td>
</tr>
<tr>
<td>3</td>
<td>( \text{return } C; )</td>
</tr>
<tr>
<td>4</td>
<td>end</td>
</tr>
<tr>
<td>5</td>
<td>Use OPERA to compute the estimated performance metrics, ( PM_e ), for the load ( L^{(u)} );</td>
</tr>
<tr>
<td>6</td>
<td>if (</td>
</tr>
<tr>
<td>7</td>
<td>Tune the model for load ( L^{(u)} );</td>
</tr>
<tr>
<td>8</td>
<td>Compute ( PM_e ) with the updated model;</td>
</tr>
<tr>
<td>9</td>
<td>end</td>
</tr>
<tr>
<td>10</td>
<td>( L \leftarrow L^{(u)} );</td>
</tr>
<tr>
<td>11</td>
<td>while ( C^{(b)} \neq \emptyset ) do</td>
</tr>
<tr>
<td>12</td>
<td>( C^{tmp} \leftarrow \text{null}; )</td>
</tr>
<tr>
<td>13</td>
<td>( pm_e \leftarrow \text{null}; )</td>
</tr>
<tr>
<td>14</td>
<td>foreach scenario ( C \in C^{(b)} ) do</td>
</tr>
<tr>
<td>15</td>
<td>Use OPERA to compute the estimated performance metrics ( pm_e^C ) for load ( L \cup {L^{(b)}_C} );</td>
</tr>
<tr>
<td>16</td>
<td>if ((pm_e = \text{null}) \text{ or } (pm_e^C &lt; pm_e)) then</td>
</tr>
<tr>
<td>17</td>
<td>( C^{tmp} \leftarrow C; )</td>
</tr>
<tr>
<td>18</td>
<td>( pm_e \leftarrow pm_e^C; )</td>
</tr>
<tr>
<td>19</td>
<td>end</td>
</tr>
<tr>
<td>20</td>
<td>end</td>
</tr>
<tr>
<td>21</td>
<td>if ((pm_e \neq \text{null}) \text{ and } (pm_e \text{ are acceptable})) then</td>
</tr>
<tr>
<td>22</td>
<td>( C \leftarrow C \cup {C^{tmp}}; )</td>
</tr>
<tr>
<td>23</td>
<td>( C^{(b)} \leftarrow C^{(b)} \setminus {C^{tmp}}; )</td>
</tr>
<tr>
<td>24</td>
<td>( L \leftarrow L \cup {L^{(b)}_C}; )</td>
</tr>
<tr>
<td>25</td>
<td>( L^{(b)} \leftarrow L^{(b)} \setminus {L^{(b)}_C}; )</td>
</tr>
<tr>
<td>26</td>
<td>else</td>
</tr>
<tr>
<td>27</td>
<td>( \text{return } C; )</td>
</tr>
<tr>
<td>28</td>
<td>end</td>
</tr>
<tr>
<td>29</td>
<td>end</td>
</tr>
<tr>
<td>30</td>
<td>return ( C; )</td>
</tr>
</tbody>
</table>

The algorithm, shown in Algorithm 3, is an iterative one. Each iteration executes the algorithm presented in [Woodside et al. 2005] to estimate the demands (function KalmanFilterEstimate). We briefly summarize the algorithm here; [Woodside et al. 2005] contains a comprehensive formal description of Kalman Filters and an analysis of their performance.

Initialization of the Kalman Filter (line 1) for the computations that will follow begins with setting the internal matrices to their initial values. The sensitivity matrix \( H \) contains the sensitivity of observations (measured metrics) to parameters (demands). If we consider that the model, \( M \), is a function of demands and workloads that pro-
ALGORITHM 3: Model Tuning Algorithm – algorithm that estimates new demands, when the model goes out of sync with the monitored system.

**input**: 
- $M$ – the performance model used to estimate performance metrics;
- $PM_m$ – the vector of measured performance metrics;
- $L$ – the vector that contains the current workload that generated $PM_m$;
- $D^{in}$ – the vector that contains the current demands for resources;
- $err$ – the accepted error for the model estimations;
- $max$ – the maximum number of iterations;

**output**: 
- $D$ – a vector with demands such that the estimated and measured performance metrics are close to each other.

1. Initialize the Kalman Filter;
2. $D \leftarrow D^{in}$;
3. Use model $M$ to compute the estimated performance metrics, $PM_e$, for $L$ and $D$;
4. Initialize the Kalman Filter sensitivity matrix $H$ with zeroes;
5. while $|1 - \frac{PM_e}{PM_m}| > err$ and $max$ not reached do
6. Update Kalman Filter sensitivity matrix, $H$, for model $M$ when using demands $D$ and workload $L$;
7. $D \leftarrow \text{KalmanFilterEstimate}(H, D, PM_e, PM_m)$;
8. Use model $M$ to compute the new estimated performance metrics, $PM_e$, for workload $L$ and new demands $D$;
9. end
10. return $D$;

duces a vector of performance metrics, then

$$H = \frac{\partial M}{\partial D}$$

When this algorithm finishes, a vector with new values for demands is found and these values will be used by the model until a new synchronization is required.

### 3.3. Analyzer

Suspicious traffic is redirected to the Analyzer, which is responsible for making the final decision. Our approach is inspired by the process presented by [Morein et al. 2003]: it presents a CAPTCHA test that must be passed before the request is identified as legitimate. The test is required for each request, to prevent the attacker from passing the CAPTCHA test and then triggering an automatic attack. A pre-filter drops all requests believed to have malicious intent; requests are considered malicious when a request from the same source has failed or not answered the CAPTCHA within a pre-defined time period. The sequence diagram for the Analyzer when the request is not malicious is shown in Figure 4.

Once an end-user has successfully solved the CAPTCHA, they are temporarily whitelisted for a configurable length of time at a configurable rate of requests. This limits user frustration at solving CAPTCHAs while preventing an attacker from solving a single CAPTCHA and then launching an automated attack.

The redirection process is a straightforward HTTP redirect (status code 302), which for page load requests will be handled transparently by the user’s client (web browser). Asynchronous requests that use HTTP as a transport layer (e.g. AJAX) can be handled differently. For example, when returning the page with the CAPTCHA query, a special header can be included, then client-side scripting used to detect the presence of this header and prompt the user to enter the CAPTCHA answer.
4. EXPERIMENTS
In this section, we present experiments showing the successful mitigation of DoS attacks (Section 4.2) and demonstrating the benefits of using a performance model in DoS mitigation (Section 4.3). We begin with the experimental setup.

4.1. Experiment Environment
In all experiments we have used a bookstore application that we have developed using J2EE technology. The bookstore application emulates an e-commerce web application with the following usage scenarios:

- marketing – browse reviews and articles;
- product selection – search the store catalog and compare product features;
- buy – add items to the shopping cart; 
- pay – proceed to checkout the shopping cart;
- inventory – inventory management such as buy/return items from/to the supplier; and
- auto bundles – upselling / discounting system.
Each scenario performs a different mix of select, insert, and delete SQL commands. We deployed bookstore to three Windows XP machines: one database server (MySQL) and two application servers (Tomcat). A fourth machine hosted a workload balancer (Apache 2) to distribute the incoming web requests to the application servers. Figure 5 shows our deployment architecture. Once deployed, we gathered data under regular conditions to establish the WAPP. The profile for this application was based on CPU utilization of the web host and database host (expected to be between 0 and 70%), and on the response time of the application (established per scenario; for some scenarios 5 second response time is normal, while others are expected to be as low as 1 second).

Between the users and the web application, we deployed a DoS mitigation implementation. The primary focus of the experiments is our Dynamic Firewall implementation, but we deploy three other implementations for comparison purposes:

- **Dynamic Firewall** – as described in this paper, using a two-layer queuing network performance model combined with a Kalman filter to establish filtering rules (with a statistical anomaly detection approach running in parallel), and iteratively fine-tuning these rules based on the same performance model.
- **Dynamic Firewall (Original)** – like the Dynamic Firewall, but with the rules initially created by statistical anomaly detection only (from [Barna et al. 2012]).
- **AD-CPU** – using statistical Anomaly Detection to establish a set of filtering rules then iteratively fine-tuning the rules based on CPU utilization measurements.
- **AD-CPUAR** – using statistical Anomaly Detection as above, then fine-tuning based on a combination of both CPU utilization and Arrival Rate measures.

To validate our approach, we conducted a series of experiments where we used a popular DoS attack tool (LOIC) to launch denial-of-service attacks on our sample web application⁴. We employed the four DoS mitigation implementations and monitored the response of each implementation to the incoming requests for the six web application scenarios. The evaluation is focused on the key contribution of this work, namely the decision-making on arriving traffic; therefore, while traffic is redirected to an Analyzer component, that component is not explicitly included in these experiments.

To assess the efficacy of our approach, we monitor the request arrival rate and CPU utilization metrics. The desired behavior is that traffic to the attacked scenarios entirely redirected to the Analyzer for the duration of the attack, and a reduced im-

---

⁴In some experiments, we use a workload generator that mimics the behavior of LOIC
Fig. 6: Experiment with emulated DoS attack, using the performance model.

4.2. Efficacy of Adaptive DoS Attack Mitigation

We first examine the efficacy of our Dynamic Firewall approach in mitigating DoS attacks.

**Experiment 1.** This experiment demonstrates the efficacy of the complete Dynamic Firewall solution in two contexts. In the first context, a workload generator simulated three attacks: one attacking the marketing scenario, then a second attack on the marketing scenario that overlaps with the third attack on the product selection.
scenario. In the second context, the LOIC was used to launch a similar attack. The expected outcome is that the model-based adaptive algorithm effectively detects and mitigates the attacks targeting the web application, for both the artificial and the “real” attack.

Results: The results of Experiment 1 for the first context are shown in Figure 6 (with the three metrics for each of the scenarios in Figures 6b-g). The results show that traffic to the attacked scenarios is detected and redirected for further analysis. There is a momentary jump in incoming traffic requests before the attack is detected, then a consistently large number of filtered requests. When the attack ends, the mitigation rules are removed and normal traffic resumes. For all of the scenarios, response time jumps quickly in the seconds before the attack is detected and mitigated. Response time quickly returns to normal once the mitigation action is implemented. Figure 6a shows the CPU utilization on the application servers and the database. There are three spikes which correspond to the DoS attacks. Normal load was restored after the malicious traffic was filtered; based on the performance model, the filter removing algorithm first removed the filter for the marketing scenario and then for product selection.

The results for the second context, the LOIC attack, are similar (Figure 7): the mitigations successfully limited the impact of the DoS attack on the web application. We note in passing that minimal differences were seen between the LOIC tool and the emulation using a workload generator.

4.3. Importance of the Performance Model

There are several elements to our effective DoS mitigation approach, the most important being the performance model. To demonstrate its importance to the overall solution, we conducted a series of experiments with and without the performance model to examine the benefits over approaches that employ statistics about the behavior of the web application. In general, approaches that rely on behavior statistics are a) often difficult to generalize to address different variations of DoS attacks, and b) utilize historical information, which leaves them vulnerable when new behavior is encountered.

In Experiment 2, we show how the mitigation fails when a statistical model that considers CPU Utilization (AD-CPU) is used to create filters. In Experiment 3, we show that manual tuning effort with the statistical model used in Experiment 2 (adding an additional metric, arrival rate, to create AD-CPUAR) can improve its performance, to the point where it successfully mitigates attacks of the style used in Experiments 1-3. Experiment 4 shows how an attack of a more advanced style is not detected by either of the statistical anomaly detection approaches, while the performance model successfully mitigates the attack without additional tuning.

Experiment 2. In this experiment, we examine the impact of the performance model on the overall solution by employing the same approach to mitigating DoS attacks, except that the decision to remove rules is made based on statistical anomaly detection using CPU utilization metrics (AD-CPU) instead of the complete performance model. We emulated a single DoS attack on one scenario, marketing. We expect a similar ability to detect the start of an attack, but impaired ability to identify the end of an attack.

Results: Figure 8 shows the results, again showing the three metrics for each usage scenario. The algorithm is shown repeatedly filtering and resuming suspicious traffic. Without the performance model, traffic is detected as returning to normal prematurely because the algorithm cannot predict the influence of currently filtered traffic on the overall system performance. Although only one scenario (marketing) is targeted, all of the scenarios experience substantially degraded performance with response times
Experiment 3. We extended the statistical anomaly approach from Experiment 2 by adding a second metric; because the effectiveness of the statistical approach depends on the selection of metrics, we used our knowledge of the deficiencies identified in the previous experiment and used a combination of CPU utilization and request arrival rate (AD-CPUAR). We used the same three-attack model: one attack on the marketing scenario, then a second attack on the marketing scenario that overlaps with the third attack on the product selection scenario. The request arrival rate was measured at the reverse proxy before the filtering rules were applied, which allows the statistical model to incorporate some information about what would happen if the filtering rules were removed. We expect this incorporation of very basic prediction will be sufficient to address this style of DoS attack, and so expect results similar to Experiment 1.

Results: Figure 9 shows the correct behavior, namely the filtering of traffic to the affected scenario while the remaining scenarios were unaffected. We have demonstrated the ability to tune a statistical model to correctly respond to this type of DoS attack.

Experiment 4. This experiment demonstrates the non-generality of the behavior-based statistical models, where the same statistical approach may successfully mit-
igate several DoS attacks while failing to mitigate others. We tested four approaches: Dynamic Firewall (the approach in this paper), Dynamic Firewall (Original, from [Barna et al. 2012]), AD-CPU, and AD-CPUAR. We consider an advanced DoS attack that loads multiple scenarios with traffic that could be handled individually, but not collectively: no individual scenario is overloaded. To simulate this case, we coordinated three traffic generators. In the pre-attack phase, the traffic was increased to the marketing scenario, then returned to normal levels. Then, we increased traffic to the product selection scenario. After returning traffic to normal, traffic to the inventory scenario was increased and returned to normal. Finally, an attack was launched on all three scenarios simultaneously.

Results: The behavior of the application with no DoS mitigation deployed is shown in Figure 10 as a baseline. The three spikes from the pre-attack phase are visible, but the web application did not significantly deviate from the WAPP and was able to process the load. When the attack launched, the traffic levels peaked simultaneously, and the application server could no longer handle the load: we see all scenarios impacted by the overload, with high response times and high CPU utilization.
To compare an overview of the results for each of the four approaches, consider the CPU utilization graphs in Figure 11. Only Dynamic Firewall shows CPU Utilization within acceptable ranges; the details of the Dynamic Firewall experiment run are shown in Figure 12. Using the performance model, it was able to detect scenarios that would cause application overload and redirects their traffic through the Analyzer. Two of the scenarios were filtered (marketing and product selection), which was estimated to be sufficient to meet desired performance levels. We then see that the system adapted the redirection rules during the attack; during the iterative fine-tuning, it was estimated that a scenario’s traffic could be unfiltered without impacting performance beyond acceptable levels, and the product selection traffic was unfiltered. This experiment demonstrates how the defense mechanism protects the web application while reducing user inconvenience.

The only other approach to take any action at all in response to the attack is shown in Figure 13, where we see all scenarios (even those not under attack) being repeatedly filtered and unfiltered. We discuss possible explanations in the Discussion section.
Arrival Rate (unblocked)
Arrival Rate (blocked)
CPU Utilization (%)
Response Time

Fig. 10: Experiment emulating an advanced DoS attack (no mitigation).
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Fig. 11: CPU Utilization of the web application during an advanced DoS attack for four mitigation approaches.

5. DISCUSSION

Experiment 1 demonstrated our ability to mitigate DoS attacks, both those emulated by a workload generator and those using the LOIC.

An interesting observation from our results is that under normal conditions, arrival rate decreases as the response time increases (see Figure 6b), while under attack conditions the arrival rate and response time increase together (see Figure 6d). Higher response time yields more "think time" from the user, because the time in between two requests includes the waiting time for the reply. This is a natural behaviour when the requests are sent by human operators. However an attacker will typically send requests regardless of the response from the web server.

One of the main advantages of our approach is that while some scenarios are redirected through the Analyzer, the rest are functioning normally, with a response time on the order of tens of milliseconds. Another observation is that the restoration is done smoothly, without oscillations or churn, which indicates the filters were not removed prematurely.

In the Dynamic Firewall, the performance model works in tandem with statistical anomaly detection. Experiments 2 and 3 examined what would happen if statistical anomaly detection (a common approach to DoS attack detection) was asked to function
without the performance model. We demonstrated two types of statistical anomaly detection (AD-CPU and AD-CPUAR), one where rules were fine-tuned based on CPU utilization (i.e. it was safe to stop filtering traffic once CPU utilization was low enough) and another based on CPU Utilization and Arrival Rate (i.e. once CPU utilization was low enough and arrival rate had decreased, it was safe to stop filtering some traffic). The latter approach was effective at mitigating one type of DoS attack due to an improved ability to detect the end of an attack, but proved ineffective otherwise. These experiments also demonstrated the importance of selecting the correct metrics for statistical anomaly detection, and correctly tuning the thresholds and metrics.

Experiment 4 tested all four approaches, showing that only the approach described in this paper was capable of detecting and mitigating this type of DoS attack. However, the behavior of all four approaches merits further examination. The Dynamic Firewall (Original) and AD-CPU methods did not detect the DoS attack. Since both methods detect DoS attacks based on threshold models for each scenario, neither could detect a DoS attack on a combination of scenarios. This shows the disadvantages of using statistical anomaly detection to establish filtering rules, as models are sensitive to tuning and parameterization, and may successfully detect some DoS attacks but not others. The basic issue is that statistical anomaly detection is based on an established baseline.
of application behavior, which is captured by an application under certain conditions. Generalization of statistical models of behavior for complex web applications is still an open question.

The Dynamic Firewall successfully detects the more advanced DoS attack (Figure 12) due to the generality of the performance model. The performance model allows us to estimate application reaction to specific input, which enables the prediction of application performance degradation before the degradation actually occurs. This predictive element is what is required to detect DoS attacks and mitigate without negative impacts.

The AD-CPUAR approach successfully detected that application is undergoing a DoS attack (Figure 13), but only after application performance was already degraded. It was unable to identify the malicious traffic accurately, and therefore was constantly changing the filtering rules, filtering and unfiltering scenarios whether they were under attack or not. This explains the rapid cycling of CPU utilization between 0 and 100%, as traffic is filtered and unfiltered repeatedly. This is a common issue with approaches that are not capable of prediction; the statistical anomaly detection relies on only historical and current information. By making use of historical, current, and estimated future information, the performance-model driven approach is able to respond smoothly.

All experiments demonstrate the clear advantages of using the performance model for detecting the beginning and end of DoS attacks, and the potential for using an adaptive algorithm for optimizing rules on the fly.

Threats to Validity

The experiments conducted used realistic web applications and an actual DoS attack tool. However, with only several experiments using the complete approach there is room for additional validation.

The accuracy of the performance model is an important factor in the accuracy of this mitigation approach.

A false positive is when traffic is detected as an attack incorrectly. Because our approach does not block traffic outright but instead forwards to a CAPTCHA test, that traffic is not lost. However, the test may be annoying to users. There were no false positives in our experiments.

A false negative is when malicious traffic is not detected. In our approach, attacks are only detected when the performance of the application suffers; any malicious traffic that does not have a negative impact will not be detected, but is by definition not a true DoS attack. As our approach filters types of traffic until the application's performance is acceptable, false negatives will not impact the application.

Rather than blocking traffic outright, our approach relies on the use of a test only human users will pass (e.g. a CAPTCHA). For our focus of user-facing web applications, this is sufficient to avoid dropping legitimate traffic outright. An extension to this work would consider similar tests to differentiate legitimate automated traffic from malicious automated traffic, for example pre-shared keys or other trust negotiation mechanisms.

This approach is intended to address a popular type of DoS attack, a “fast” application-aware attack where the traffic levels increase sharply. This may not be the best approach to mitigate “slow” application-aware attacks where the traffic increases gradually over time; we have not evaluated the performance for this type of attack. As mentioned, we assume existing techniques are in place to defend against attacks not at the application level.

When we compare the effectiveness of our approach to an identical approach that excludes the performance model, we use a threshold model that considers selected per-
formance metrics when making decisions. The selection of metrics used — in our case, CPU utilization or combination of arrival rate, but potentially also including response time, arrival rate, throughput, etc. — will impact the behavior of the system. However, regardless of the metrics chosen, they describe only the current state. Because they are not capable of prediction, there is an inherent disadvantage to using only threshold models when compared to our combined threshold and performance model approach. Though threshold models may perform as well as our combined approach on certain cases, these models would not work as well across a variety of cases and scenarios.

A DoS attack on one scenario does have an impact on the performance metrics of the other scenarios, before the attack is mitigated. Because the performance of a scenario is a factor in creating filtering rules, this may result in incorrectly filtered traffic to scenarios not under attack. This traffic will have to go to the Analyzer and the legitimate users will need to pass a CAPTCHA test.

6. CONCLUSIONS

We have demonstrated an adaptive architecture, an algorithm, and an implementation that effectively detects and mitigates application-aware DoS attacks. The approach, using a performance model and predicting the impact of traffic to create filters to shape that impact until it is at a level the web application can handle, was able to restore normal response times to a web application that was experiencing a DoS attack. It did so efficiently at a use case scenario level of granularity that reduced the impact on legitimate traffic.
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